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Replication over the 1960-2000 Period
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Abstract

This paper empirically revisits the augmented neoclassical growth
model suggested by Mankiw, Romer and Weil (1992, MRW) to answer
whether this model is still an appropriate benchmark specification for
investigating the relationship between long run economic growth and
any particular growth theory for the sample period 1960-2000. For
this I replicate MRW using updated and revised data for several sam-
ples, and compare my findings with those obtained by MRW. My find-
ings are consistent with the theory and support the results of MRW.
I obtain more reasonable coefficient estimates on capital shares. I
also check for geographical differences and for outlying countries. 1
conclude that the inclusion of continental dummy variables does not
change the basic results and any outlier effects are small.
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1 Introduction

This paper empirically revisits the augmented neoclassical growth model sug-
gested by Mankiw, Romer and Weil (1992, MRW henceforth). I attempt to
answer whether this model is still an appropriate benchmark specification in
order to investigate the relationship between long run economic growth and
any particular growth theory for the 1960-2000 period. For this I replicate
MRW using updated and revised data for several samples, and compare my
findings with those obtained by MRW.

The framework provided by MRW is the workhorse in the empirical cross-
country growth literature and most of the studies in this literature are based
on MRW.! However, my replication is different from these studies in some
aspects: First, most of the studies in the literature estimate MRW over the
1960-1990 or the 1970-1990 period. In this paper, I estimate MRW over
the period of 40 years, which should be sufficiently long to reflect long run
growth dynamics; second, many previous studies employ a proxy variable for
the initial level of human capital stock rather than the saving rate for human
capital. In this paper, I strictly follow MRW by employing the secondary
school enrolment rate.

My findings are consistent with the theory and support the results of
MRW. Both my cross-country regression results and those obtained by MRW
show that the investment rates of both physical and human capital signifi-
cantly contribute to the growth rates of countries, while the rate of popula-
tion growth has a negative effect on growth in the long run. In addition, I
obtain more reasonable coefficient estimates on capital shares. I also check
for geographical differences and for outlying countries. I conclude that the
inclusion of continental dummy variables does not change the basic results
and any outlier effects are small.

This paper is organised as follows: The next section, Section 2, firstly de-
scribes the basic framework of MRW and data and then reports and discusses
basic findings. Section 3 seeks geographical differences. Section 4 deals with
the outlier problem. Section 5 concludes.

slam (1995) and others further adapt the framework of Mankiw, Romer and Weil
(1992) for panel estimation.



2 Replication of Augmented Neoclassical Growth
Model by MRW

In this section, I estimate the augmented neoclassical growth model devel-
oped by MRW by using updated data over the period 1960-2000 and com-
pare my findings with those obtained by MRW. In other words, I set up this
model for the period 1960-2000 since I specifically aim to answer whether
augmented neoclassical growth model is an appropriate benchmark model
in order to investigate the relationship between long run economic growth
and any particular growth theory. This means that the explanatory variable
in my cross-country growth regressions is growth rate of output per worker
between 1960 and 2000. My data set typically covers 107 countries.? The
sample of countries is listed in the Appendix.

2.1 Description of Benchmark Model

Mankiw, Romer and Weil (1992) augments the Solow-Swan version of neo-
classical growth model by adding the accumulation of human capital. Con-
sidering a three factor Cobb-Douglas production function and assuming that
labour stock and the level of technology grow exogenously at rates n and g,
respectively, these authors produce the following equation for cross-country
growth regression®

logy; (t)—1ogy;(0) = ~vo+71logy;(0)+72log(n;+g+0)+7slogs; ik +7slogs: p+e;
(2.1)

2In this point I follow the standard approach in the literature. More clearly I randomly
select countries according to the criterion of data availability. At the first sight this ap-
proach seems reasonable. However, missing data, especially if the data of some particular
countries are systematically missing (such as very poor countries or countries in transition)
is a serious problem as noted by Durlauf et al. (2005).

3According to three factor Cobb-Douglas production function, production at time ¢ in
country ¢ is given by

Yi(t) = Ki(t)* Hy(t)° (As () Li(t)) 77

where the notation here is standard such that Y is output, K is physical capital, H is
the stock of human capital, L is labour, and A is level of labour-augmenting technology.
MRW also assumes that a + § < 1, which means that there are decreasing returns to
both kinds of capital. Since the formal derivation of the cross-country growth regression
depicted in equation (2.1) is well-established in the cross-country growth literature, I do
not need to elaborate the derivation in this paper. The reader can apply MRW, Barro
and Sala-i-Martin (2004) and Durlauf et al. (2005), amongst others.



In equation (2.1), y; and (n; +¢g+0) denote the level of GDP per worker and
the sum of rates of population growth, technological progress and deprecia-
tion in country i, respectively. Similarly, the terms s; x and s; gy represent
the rates of accumulation of both physical and human capital for country 2.
As seen in equation (2.1), the augmented neoclassical growth model basically
involves regressing growth rates on the log of initial income and a set of long-
run equilibrium or steady-state level of income determinants. Put differently,
growth rates of output per worker can vary across countries either because
of differences in the variables determining their steady-state levels namely
saving rates for physical and human capital, and rate of population growth
or because of differences in the initial level of output per worker, logy;(0).

Following MRW, I assume that the sum of rates of depreciation and tech-
nological progress is constant and equal to 0.05 across countries and estimate
equation (2.1) over the period 1960-2000. For this purpose, I measured s; g
by the ratio of real investment to real GDP and s; g by the secondary school
gross enrolment rate. Using the school enrolment rate as a proxy for the
saving rate of human capital is problematic and leads researchers to employ
average years of schooling as more reliable variables for human capital. I,
however, employ the secondary school enrolment rate in order to follow the
theoretical framework more strictly as years of schooling are a stock rather
than a flow variable for human capital. In addition, school enrolment rates
are available for a larger sample of countries. Data are compiled from stan-
dard sources: GDP per capita and investment rates are taken from the Penn
World Tables Version 6.1 (Heston, Summers and Aten, 2002); population,
labour force and gross secondary school enrolment rates come from the World
Bank World Development Indicators (2002; 2006). Using labour force as the
total population between ages 15 and 64, per capita GDP is converted to per
worker GDP. All of these variables are averaged over the period 1960-2000
except the initial level of income. The variables and their sources are detailed
in the Appendix.

In summary, my baseline cross-country growth specification for each coun-
try ¢ as follows

logy; 2000 — 10gY;1960 = Yo + Y1l0gYi 1960 + V2log(n; + g + )
+ v3log(Investment rate;) (2.2)
+ y4log(School enrolment;) + €;

2.2 Results

Before evaluating the regression results, I want to emphasise two points about
the regressions. First, in each regression I check the normality assumption
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applying median and inter quartile range comparison suggested by Hamilton
(1992) which is originally based on Hoaglin, Iglewicz and Tukey (1986) on
regression residuals and conclude that residuals are normally distributed.
Therefore, we may assume that actual errors are normally distributed (at
least approximately).

Second, in each regression I also check the constant error variance assump-
tion by employing the Breusch-Pagan test for heteroscedasticity. The com-
mon practice in cross-country growth literature for dealing heteroscedasticity
is reporting regression results with the heteroscedasticity consistent (White-
robust) standard errors since they work well regardless of heteroscedasticity
in the actual errors. However, these standard errors are consistent but not
unbiased. More clearly they are justified only asymptotically. In small sam-
ples, heteroscedasticity consistent standard errors may have distributions
that are not close to those of usual standard errors which means that they
may be larger or smaller than the usual ones. As pointed out by Wooldridge
(2003) heteroscedasticity consistent standard errors are generally found to
be larger than the usual standard errors. This can affect the subsequent sta-
tistical inference such that one can conclude that a variable is statistically
insignificant according to t-test based on the heteroscedasticity consistent
standard errors even if that variable is significant (at least marginally) in the
case of usual t-test. Therefore, there is no reason to use heteroscedasticity
consistent standard errors as long as the homoscedastic error variance as-
sumption holds and the errors are normally distributed. Hence, I carry out
regression analysis employing ¢-statistics based on the usual standard errors
unless I reject the homoscedasticity assumption. I report t-statistics based
on the heteroscedasticity consistent standard errors only for the regressions
in which the assumption of homoscedastic error variance is rejected.

Table 1 presents the OLS estimates of equation (2.2). In column 1, the
model is estimated for a sample of 107 countries whose data are available
over the 1960-2000 period. All variables have the expected signs and are
found to be strongly significant. In the literature, some studies exclude oil
producing countries from cross-country samples since a substantial part of
GDP in these countries depends on the usage of their oil resources rather than
value added. Column 2 displays regression results after five oil producing
countries are excluded from the full sample.* The estimation results of the
non-oil sample are only slightly different from those of the full sample and
hence I can conclude that five oil producing countries in the full sample are
not changing the basic results. Therefore, I prefer to employ the full sample
for my cross-country empirical investigation.

4These countries are, Algeria, Indonesia, Nigeria, Oman and Venezuela.
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In columns 3 and 4, the full sample is divided according to the member-
ship of the OECD. Estimation results for the 26 OECD countries and for
remaining countries are given in columns 3 and 4, respectively. As can be
seen, the results for the OECD sample are not very precise since, except for
the initial level of income, all variables are found to be statistically insignifi-
cant. An important reason is that the sample size for this regression is small.
Therefore, the regression result is very sensitive to including or excluding
observations.® Another, and more important, reason is that the relatively
high coefficient of initial income and high level of R? imply greater absolute
convergence for the OECD countries.%

The results for the remaining non-OECD countries indicate that all vari-
ables are strongly significant with anticipated signs. In columns 5 and 6, I
divide the full sample into low-income and high-income countries according to
initial income level. For this, I calculated the median of the GDP per worker
in 1960 and classified the countries with initial income above the sample me-
dian as high income, while those with initial income below the sample median
as low income countries. As can be seen, almost half the sample consists of
high income countries since the median is calculated for all countries. An-
other distinguishing feature of this separation is that a majority of countries
located in East Asia and Pacific belong to the low income country sample
since these countries start the sample period with a relatively low GDP per
worker.” Estimation results for both groups are displayed in columns 5 and 6.

SWhile estimating the augmented neoclassical growth model for the OECD sample,
I consider all OECD members except Germany, Poland, Czech Republic and Slovakia.
These countries are omitted due to the missing data. However, one can prefer to select
the OECD sample which consists of only larger countries as in the case of MRW, or to
employ an OECD sample including only members since the foundation of OECD or use the
OECD sample based on only high-income members which means that low-income members
such as Turkey and Mexico excluded as in the case of Barro and Sala-i-Martin (2004). I
also check these possibilities and conclude that all variables are insignificant except initial
level of income in each case. However, in some cases (for instance when we estimate the
model for 22 high-income OECD countries) I find that the coefficient of school enrolment
rate is negative. On the other hand in each case the remaining non-OECD samples yield
the regression results which are very close to those reported in Table 1

6Testing of absolute convergence hypothesis for the OECD sample yields the following
cross-country growth regression (heteroscedastic-consistent ¢-statistics are in parentheses)

logyi 2000 — l0gyi 1960 = 5.247 — 0.451logy; 1960 1> = 0.40
: (3.94)  (3.21)

"According to my criteria I classified the following countries located in East Asia and
Pacific as low income countries: China, Indonesia, Malaysia, Papua New Guinea, Philip-
pines, Singapore, South Korea, and Thailand. Similarly, a majority of the countries located
in Sub-Saharan Africa are defined as low income countries whereas the opposite situation



All variables, except the intercept terms and population growth for the low
income sample, have the expected sign and are strongly significant. However,
the coefficients of the initial income, population growth and investment rate
are higher in the high income sample than those in low income group while
the opposite situation is true for the coefficient of secondary school enrolment
rate. In order to check parameter stability for these two income groups, a
joint test for null hypothesis of equality of all coefficients across two samples
concludes that the null cannot be rejected with a high probability level.® In
addition, the same test is carried out across pairs of coeflicients. As can be
seen from p values in column 7, test results show parameter stability for each
individual coefficients between two income groups. Therefore, it is possible
to conclude that parameters are stable across high income and low income
countries.

In general, the regression results presented in Table 1 are consistent with
the theory and support the results of MRW. In order to facilitate comparison
of my results with those of MRW, I also present their regression results in
the last three columns in Table 1.9 Both my cross-country regression results
and those obtained by MRW show that investment rates of both physical
and human capital significantly contribute to the growth rates of countries
while the rate of population growth has a negative effect on growth in the
long run. The outstanding differences between my estimates and those by
MRW are that my regression results show that the effects of investment in
human capital are greater than those found by MRW, while the contribution
of the investment rate in physical capital is found to be lower than MRW. In
addition, I conclude a higher effect of population growth on long run growth.
In the cross-country growth literature, researchers generally find a weak neg-
ative relation between population growth and long run growth. We expect
a negative association between these two due to the simple reason that it is
very difficult to keep a high level of capital per worker for a given saving rate
while the number of workers is growing at a higher rate. However, it should
be remembered that the negative effect of population growth on GDP growth
may be larger due to the other factors, such as environmental factors and
access to safe water as noted by Temple (1999). In addition, especially in
Western Europe the aging population strains the social security system, neg-

is true for the many countries in Latin America and Caribbean. See the list of countries
in the full sample depicted in the Appendix for further information low and high income
countries.

8The F-statistics and p value are for this joint test is F(5, 97)=0.40 and 0.85, respec-
tively.

9Indeed I estimated the augmented neoclassical growth model by employing the original
data and samples of MRW over the 1960-1985 period and reported.



atively affecting the public budget and labour force participation because of
higher health care costs of elderly people and the growing number of retirees
in population. In particular, the substantially larger and strongly significant
coefficient of population growth in the high income sample support this claim
since a considerable part of this sample consists of Western European coun-
tries. Therefore, I believe that my results related to population growth seem
more plausible.

On the other hand, strong evidence is found in each regression for the
hypothesis of conditional convergence in the manner that an economy with a
lower initial value of output per worker tends to generate higher growth rate
of output per worker when other determinants are controlled. For instance,
according to the full sample, the logarithm of real GDP per worker in 1960
has a cross-country mean of 8.295 and a standard deviation of 0.854. There-
fore, the regression result based on the full sample indicates that a one-unit
standard deviation decrease in the logarithm of initial income would increase
the subsequent growth rate by 0.377 points over the 1960-2000 period (-
0.442*-0.854=0.377). This is equivalent to a rise in annual growth rate of
0.9 percentage point over the same period (0.377/40=0.009). Comparing to
MRW, the implied convergence rates in all samples are found to be very close
to those estimated by MRW.

However, some authors such as Barro (1991), Easterly and Levine (1997),
and others point out that this convergence result is generally quadratic rather
than linear. If this argument is true, the subsequent growth rates firstly rise
and then decrease with the initial level of income. Put differently, the sub-
sequent growth rate is a concave function of initial income. This implies
that the conditional convergence effect will be weaker for very poor countries
while stronger for middle-income countries. In order to check for a possi-
ble non-linear relationship between initial income and growth rate, I also
include the square of logarithm of initial income in the cross-country growth
regressions in Table 1 and reestimate. Table 2 presents regression results. As
shown in Table 2, I could not find any statistically significant quadratic rela-
tionship between the initial level of income and subsequent growth. In each
sample, except for the NonOECD and high income samples, the coefficients
of both initial income and initial income squared have the wrong signs if the
argument above is true. Therefore, I conclude that the conditional conver-
gence hypothesis is linear. The graphical visualization of partial association
between growth rate and initial income shows a clear linearity (Figure 1).

For a further evaluation of the augmented neoclassical model, following
MRW I imposed a restriction on equation (2.2) such that v +73 474 = 0. As
can be seen in equation (2.1), the sum of coefficients of log(n;+g+9), logs; K,



Growth rate

Log of initial GDP per worker

Figure 1: Growth Rate versus Initial Income: Partial Relation

and logs; g should be equal to zero.'® Therefore, this restriction implies that
equation (2.2) can be expressed as

logyi 2000 — logyi, 1960 = Yo + 71109y, 1960
+ y3llog(Investment rate;) — log(n; + g + 9)]

+ Y4[log(School enrolmet;) — log(n; + g + )] + &;
(2.3)

The restricted regression results are presented in Table 3. Before estimat-
ing the restricted model, this restriction is tested for each sample and p-values
for test of restriction are given in Table 3. As can be seen, this restriction is
not rejected in all samples. The implied estimates of physical capital share
(), human capital share (3) and convergence rate (\*) are given in the last
three rows of Table 3. Again I present restricted regression results of MRW
through column 7 and column 9 of Table 3. The results show that estimation
of the restricted model slightly improves the coefficients of investment rates
for both physical and human capital. All variables are found to be highly
significant with expected signs in each sample except the OECD sample.

10Proof is available in MRW
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However, Table 3 indicates that my results are different from those found
by MRW in some respects. First, compared with the MRW results I find
a stronger effect of investment in human capital and a weaker effect of in-
vestment in physical capital on economic growth. Second, I find that the
effect of the accumulation of human capital is stronger than the contribution
of investment in physical capital on economic growth. Third, the implied
capital shares based on my regressions are substantially different from those
estimated by MRW. As a natural result of first two findings I estimate a rela-
tively larger share for human capital. However, conventionally capital shares
are one-third (Mankiw (1995)); therefore, it is possible to conclude that my
estimates of o and 3 are more reasonable. However, an exception to these
findings are the regressions based on the high income and OECD samples.
My findings therefore imply two important conclusions for economic growth.
First, accumulation of human capital is very important, especially in poor
countries. Second, physical capital accumulation is more important in richer
countries.

There can be several reasons for these results. First, the secondary school
enrolment rate is a crude proxy for accumulation of human capital and the
strong relation between the school enrolment rate and economic growth in
regressions in Table 1 and 3 may reflect other macroeconomic policies and
factors which are excluded in the analysis. This is more likely in my regres-
sions because, differently from MRW, I examine the effect of human capital
on growth by using the secondary school enrolment rate over the schooling
age population rather than over the economically active population. I check
this possibility and find that the secondary school enrolment rates are highly
correlated with the average inflation rate and some institutional quality mea-
sures such as rule of law, bureaucratic quality, corruption over the 1960-2000
period. However, even though this explanation is reasonable for the full sam-
ple results, it is not likely to explain the higher coefficient estimate of school
enrolment rate in low income sample since these correlations are weaker for
the low income countries.

Second, as noted by Caselli (2005), a considerable part of world’s physical
capital is produced in technologically advanced countries. This implies that,
whilst the share of investment expenditures in GDP is a reasonable proxy
in high income countries, the ratio of imported capital goods in GDP is
a more plausible proxy for the physical capital saving rate in low income
countries. More importantly, Caselli (2005) also emphasises the importance
of technological progress embodied in capital goods. If physical capital in
high income countries includes greater technological progress, then the effect
of the investment rate on growth will be higher in these countries. Moreover,
as pointed out by Mankiw (1995), physical and human capital are generally
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complementary inputs in the production process and so it is highly likely
that this relation is stronger in high income countries due to the vintage
physical capital. Therefore, the higher coefficient estimate of the investment
rate in high income sample might be partly attributed to the accumulation
of human capital.

Third, the strong association between the school enrolment rate and
growth may be a result of a number of unrepresentative countries. In Sec-
tion 4, I investigate the outlying countries and highlight how Tanzania is
an unrepresentative country. When I omit this country from the regression
analysis, I conclude that the effect of the investment rate becomes stronger
relative to the school enrolment rate.

Finally, the higher coefficient estimate on the school enrolment rate in the
low income sample is a result of sub-Saharan Africa. As mentioned before,
almost all countries in sub-Saharan Africa belong to the low income sample.
Similarly, the majority of countries in East Asia and the Pacific are in this
sample. Sub-Saharan Africa has a substantially lower school enrolment rate
with an average value of 17 percent, than the sample mean which is equal
to 48 percent over the 1960-2000 period. By contrast, the average school
enrolment rate in East Asia and the Pacific is 68 percent. It is a well-known
fact that sub-Saharan Africa experienced very poor growth performance over
the 1960-2000 period while the countries of East Asia and the Pacific recorded
very much faster growth rates during the same period. Thus, with the poor
performing countries of sub-Saharan Africa with low school enrolment and
the well performing countries of East Asia and the Pacific associated with
greater schooling, the higher coefficient estimate is inevitably obtained.

Another distinguishing difference between my results and MRW estimates
is that the R? is higher in my regressions, since the variation in the explana-
tory variables, especially in the school enrolment rates are considerably higher
over the 1985-2000 period than between 1960-1985.

It is obvious that the most important reasons for the differences between
our results and those obtained by MRW are that I estimate the augmented
neoclassical growth model employing the updated and revised data for differ-
ent samples over a different time period. In addition, in order to make com-
parison concrete, I have also estimated the augmented neoclassical growth
model using my data and the original data of MRW for the same samples of
countries. The estimation results are given in the Appendix (Table 7). How-
ever, selecting the same samples does not remove all of these differences. This
implies that the differences between findings and those by MRW are partly
the result of different time period and partly the result of different data. Yet,
in spite of these differences it is possible to conclude that my results confirm
the work of MRW and are consistent with the existing cross-country growth
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literature.

Before closing this paper, I consider two further checks on my estimation,
namely the effect of geographical differences across countries and investigat-
ing possible outlying observations.

3 Geographical Differences

In the cross-country growth literature, some studies (Barro (1991), De Long
and Summers (1991), Levine and Renelt (1992), Barro and Lee (1994), East-
erly and Levine (1997), Barro and Sala-i-Martin (2004) inter alia) include
dummy variables for sub-Saharan Africa, Latin America and the Caribbean
and East Asia. The reason for employing these dummy variables is that
estimated growth models are not adequate to explain different growth per-
formances across these regions. Due to the poor growth performance in
Africa and Latin America one can expect a significantly negative coefficient
on dummy variables for these two regions whereas the opposite situation is
true for East Asia and Pacific.

In order to investigate this claim, in particular for sub-Saharan Africa,
I add to my baseline model three regional dummies. First column of Table
4 reports the results of this estimation. It can be seen that all dummy
variables have the anticipated signs and jointly significant. This implies that
these three regions exhibit different growth performances compared to the
rest of the world.

In column 2, I omit the dummy variable for East Asia and Pacific. Notice
that for this regression the reference countries now include the countries in
East Asia and Pacific as well as others. The regression result shows that
dummy variables for both sub-Saharan Africa and Latin America are indi-
vidually and jointly significant with the negative signs. This finding clearly
shows that both regions experienced a slower growth performance compared
to other countries once the reference sample includes East Asia and Pacific.
In column 3, I drop the Latin American dummy but keep the Asian dummy
with African dummy and conclude that only dummy for East Asia and Pa-
cific is significant. Finally, in column 4, I allow only dummy variable for
sub-Saharan Africa and find that its coefficient estimate is not significant.

What can be inferred from these findings and should one employ regional
dummies in the cross-country growth regressions? Undoubtedly, the cross-
country growth regressions in Table 4 show clear evidence for different growth
performances in these three regions. However, care must be taken with the
reference group of countries. Yet, I think that the importance of sub-Saharan
African dummy may have been exaggerated in the previous literature since I
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find a significant statistical relationship between growth and this dummy in
only regression in Column 2.1

To investigate this further, I estimate the benchmark model for sub-
Saharan Africa and rest of the world separately in columns 5 and 6 and
carry out a parameter stability test across two samples. However, 1 could
not reject the null hypothesis of equality of all coefficients between Africa
and non-Africa samples (The F-statistics and p value for the parameter sta-
bility test are F(5,97)=0.95 and p=0.45, respectively). Moreover, the same
test for individual coefficients concludes parameter stability for each variable
across two samples as it can be seen from p values in column 7. This im-
plies that sub-Saharan Africa does not exhibit a different growth performance
compared to the rest of the world on average.

More importantly, previous studies concluded strong and significant rela-
tion between regional dummy variables, especially dummies for Latin Amer-
ica and Africa, and growth may be attributable to the importance of model
selection problem. Put differently, I believe that employing new growth the-
ories in order to explain different growth performances of different geograph-
ical regions is more informative and useful than employing simple dummy
variables.

Finally, in column 8, I include a landlocked country dummy that takes the
value of 1 for countries that do not have access to international waters in order
to check the growth performance of these countries compared with others.
Landlocked countries may face higher costs for any kind of international
activities, especially international trade. Therefore, this dummy variable has
been extensively used in cross-country growth work. However, the regression
in column 8 indicates that there is no significant difference in the growth
performance of landlocked countries. In the last column of Table 4.4, T omit
the landlocked countries in Europe such as Austria, Luxembourg, Switzerland
and Hungary, from the dummy variable, since becoming landlocked for these
countries may not create an important disadvantage. When I use this dummy
variable, the regression result shows an improvement on both coefficient and
t-statistics of landlocked dummy, but it is still insignificant.

HStudies such as by Barro (1991), Barro and Lee (1994), Easterly and Levine (1997)
consistently conclude that the African dummy is significant and negative.
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4 Qutliers

An important concern related to the cross-country growth works is that re-
sults may be partly driven by outlying countries. Undoubtedly this concern
is very important since cross-country growth studies are based on small sam-
ples. As Temple (1999, 2000) points out we should make sure that our results
reflect the tendencies of a majority of data not those of a minority of obser-
vations if we want to reach useful generalizations about growth.

Before proceeding for outlier checking, I want to make clear the termi-
nology since the definition of outlier is sometimes unclear and confused. An
outlier is simply an observation which is considerably different from the re-
maining observations in the sample (Hawkins (1980), Barnett and Lewis
(1994)). This difference between outlying observation and others may oc-
cur either in the dependent variable or in the explanatory variable(s) or in
the both. An outlier in the dependent variable yields a large residual and
is some times referred to as outlier in the response variable (Chatterjee and
Hadi (1988, 2006)) or outlier in y-direction or vertical outlier (Rousseeuw and
Leroy (1987)). Hence, one can easily detect a single outlier in the response
variable by simply checking residuals. Yet, an outlier may also arise in the
explanatory variable(s) and take a place far from the bulk of data of observed
explanatory variables in the sample. This kind of outlier is also known as the
outlier in the predictors or design outlier. Since outlier in the predictors are
far away from the bulk of data, they have high leverage values and are some
times referred to as high leverage data points in order to distinguish them
from the outliers in the response variable. Therefore, detecting an outlying
observation by checking residuals is often misleading. The reason is that
a high leverage data point pulls the OLS regression line towards itself and
yields small residuals. In addition, this data point causes the larger residuals
for other observations.

On the other hand, an influential observation is the data point that has in-
dividually or collectively substantial influence on the regression results with
respect to other observations in the sample (Belsley et al. (1980)). Thus,
removing an influential observation from the sample changes the fitted re-
gression equation considerably. Two points in this definition deserve special
emphasis. First, an observation can be influential individually or together
with a group of other observations. This implies that while removing a single
observation from the sample does not change the regression result, dropping
that observation with other observation(s) can substantially affect fitted re-
gression equation. Second, the term of influence in the definition is partly
subjective such that an influential observation can affect the coefficient es-
timates of variable(s) or their standard deviations, and hence t-statistics,
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R? and so on. This means that all influential observations do not have
equal influence on the regression results as argued by Chatterjee and Hadi
(1988). One can effect the magnitude and/or sign of coefficient estimates
while the other can be influential on the statistical significance or goodness
of fit. Therefore, one should particularly keep in mind how outliers affect the
regression results in terms of the objective of empirical research.

Even though outliers are not necessarily influential observations, they are
generally have influence on the regression results. Therefore, an important
primary task of regression analysis is to detect influential outlying observa-
tions in the sample in order to conduct useful and reliable generalizations.
However, identification of outliers in the multiple regression is not easy es-
pecially if the sample includes more than one outlier. As a starting point,
checking residuals (especially studentized ones) and leverages after the re-
gression is always suggested.

Many outlier identification methods have been suggested in statistics.'? It
is possible to classify these methods under the two main categories. The first
and most common one is the regression diagnostics such as Cook’s distance,
DFITS statistics and Welsh distance. These diagnostics basically take into
account the changes in the fitted regression equation after a single observation
is removed and hence they directly measure the influence of each individual
observation. Therefore, these diagnostics are some times referred as the
direct outlier detecting methods (Rousseeuw and Leroy (1987)). Among
these statistics, DFITS suggested by Belsley et al. (1980) is the most widely
used in the regression analysis and shows the effect of each observation in the
sample on the overall fitted regression analysis. In addition, Belsley et al.
(1980) proposed a similar measure which is known as DFBETA statistics.
Differently from DFITS, DFBETA reveals the influence of each observation
on a particular explanatory variable and thus it is very useful when the
primary interest of researcher is focused on a specific variable in the regression
equation.

As a rule of thumb, observations having large values of these diagnostics
are considered as influential outliers in the response variable and/or in the
predictors. Moreover, several cutoff points for them are suggested in the lit-
erature. The choice of cutoff points depends on the sample size and number
of explanatory variables. Generally, for small samples a high cutoff point
is plausible (Bollen and Jackman (1990)). However, instead of using a par-
ticular cutoff level, it is better to examine these diagnostics graphically and
identify observations with unusual patterns, as pointed out by Chatterjee

12Qutlier detection methods from the Bayesian perspective are also suggested in the
statistical literature. See, Guttman et al. (1978), Pettit (1992), Hoeting (1994)
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and Hadi (1988).

Even though these diagnostic measures are useful, their efficiency sub-
stantially decreases if the sample includes more than one outlier. The reason
is that all diagnostic measures mentioned above are based on the removing
of single observation and they are no longer powerful in the case of multiple
outliers due to the masking and swamping effects. When the sample includes
more than one outlier, some outliers may be hidden by the others and this
effect is known as masking effect. On the other hand, swamping effect arises
due to the fact that outliers, especially those with high leverage values, make
other observations lie far from the fitted regression equation by pulling the
regression equation towards themselves. Therefore, the best solution of these
problems is to calculate diagnostic measures based on the deletion of all sub-
sets of observations. However, this is almost practically infeasible not only
because deciding the number of subsets is difficult but also computation is
immense due to the larger number of subsets.!?

The second and in the case of multiple outliers, more efficient class of out-
lier detection methods is the robust regressions. These methods in essence
suggest employing robust regression techniques which are resistant to out-
liers. On the contrary to the common view, robust regressions do not simply
ignore outliers. Rather, one can identify outliers by comparing residuals
obtained from a robust regression with those derived from the OLS. There-
fore, regression diagnostics and robust regressions basically serve the same
purpose only from the opposite side as argued by Rousseeuw and Leroy
(1987). In statistics many robust regression techniques such as Least Median
of Squares, Least Trimmed Squares are suggested (See, Rousseeuw and Leroy
(1987), Rousseeuw and van Zomeren (1990), Atkinson (1994)). However, ro-
bust regression gives us an idea such that we can apply weighted least squares
analysis based on the identification of the outliers. If this can be done, the
results of weighted least squares will be less sensitive to the outlying obser-
vations and more plausible with respect to those obtained from usual least
squares.

Hadi (1992b) suggests another measure in order to identify influential out-
liers in the data. This diagnostic which measures overall potential influence
of the ith observation is defined as

k d? h;

H, = i =1, 41
i@ 1 ! " (4.1)

3For instance, if the consideration of all subsets includes only 2 observations and the
sample size is 107 as in the case of our full sample, there are 5,671 possibilities. When we
consider 3 out of 107 observations, the number of possibilities is 198,485.
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where k is the number of explanatory variables (including constant), d; =
e;/VSSE and h; is the ith normalized residual and leverage, respectively.
As can be seen, this diagnostic measure is the sum of two components. The
first term on the right-hand side of the equation (4.1) is a function of the
1th normalized residual weighted by the ith leverage value and measures
outlyingness in the response variable. The second component is also known
as the potential function and measure the outlyingness in the predictors.

The diagnostic measure proposed by Hadi (1992b) has several desirable
properties compared to the traditional diagnostics. First, it measures overall
potential influence of an observation. As can be seen, outlying observations
in either response variable and/or predictors will have large values of Hadi’s
measures. Second, Hadi’s measure identifies potentially influential observa-
tions on several regressions rather than the focusing on a single regression.
Third, this measure is an additive function of both residual and leverage val-
ues.'* Fourth, Hadi’s measure is monotonically increasing function of both
residuals and leverages.

Even though Hadi’s measure is superior than the traditional measures,
it is still designed for a single observations. In order to highlight multiple
outliers in the data set, Hadi proposed two ways. Firstly, he suggests a
simple graph which is based on the formula in equation (4.1). This graph
which is also known as ”potential-residual plot” is a more powerful tool in
order to detect both single and multiple influential cases. Secondly and more
importantly, he proposed a practical method to search multiple outliers (Hadi
(1992a, 1994), Hadi and Simonoff (1993)).

In the light of these explanations, I apply the method suggested by
Hadi (1992a) for identification of outlying observations in my baseline cross-
country growth regression. However, before applying Hadi methodology, I
investigate outlying observations by employing diagnostic plots.

The diagnostic plot suggested by Gray (1986) is commonly used in statis-
tical literature for a quick way of checking influential observations and shows
leverage versus the residual squared. Figure 2(a) plots leverages against
the normalised residual squared of baseline cross-country growth regression
based on the full sample. In this figure two reference lines parallel to hor-
izontal and vertical axes show the mean values of leverage and normalised
residual squared, respectively. Observations that are located far away from
reference lines are of great concern for us. As can be easily seen Tanzania

YMTraditional diagnostics such as Cook’s distance and DFITS are the multiplicative
function of residual and leverage values. Since observations with large values yields either
large residuals or large leverages or both, multiplicative diagnostics would be small if one
of these quantities (residuals and leverages) is small and thus could fail to detect influential
outliers.
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is the most influential country with the highest leverage in my sample. The
feature of this country is that it has the smallest school enrolment rate in
the sample and hence it is an outlier in the saving rate for human capital.
In addition, the countries Uganda, Romania, Mozambique, Guinea-Bissau,
Jordan and Niger have moderately high level of leverages. Figure 2(a) also
shows that Congo Democratic Republic (former Zaire) is the country with
the highest residual. Congo Democratic Republic has the lowest growth per-
formance in my sample and hence this country is clearly an outlier in the
growth rate. Yet, the leverage value of this country is very close to the
sample mean. Therefore, it is possible to conclude that Congo Democratic
Republic is not influential in spite of its very high residual. In addition to
this country, Figure 2(a) indicates the countries Guyana, Botswana, Jamaica,
Zambia, Nicaragua, Uganda, Hong Kong and Singapore whose residuals are
relatively higher. However, neither of them has a high leverage value. There-
fore, graphical inspection indicates that only Tanzania may be a candidate
as a potential influential outlier. Even though the leverage of Congo Demo-
cratic Republic is low, this country is of concern due to its high level of the
residual. In addition to leverage versus plot I also present Hadi’s potential-
residual plot in figure 2(b). As can be seen, potential-residual plot exactly
similar to leverage-residual plot and hence supports our findings from figure
2(a).

When I apply Hadi method on my data set, I conclude only Tanzania
as a potential outlying country. As can be seen, Hadi measure confirms our
findings from graphical inspection.

The most common approach for solving outlier problems is dropping these
observations from the sample. Omitting Tanzania yields the following cross-
country growth regression (¢-statistics are in parentheses)

logyi.2000 — logyi 1960 = 2.779 — 0.443logy; 1960
(2.55) (6.55)

— 1.070log(n; 5
LT og(n; +g +96)

+ 0.445log(Investment rate;)
(4.44)

+ (gﬁl%)llog(School enrolment;), R =0.62

(4.2)

Compared to my previous regression presented the first column of Table 4.1,
dropping Tanzania from the sample slightly changes the coefficient estimates
of initial income and population growth. Therefore, there is not an important
change for the implied convergence rate. Yet now, the effect of saving rate
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Figure 2: Benchmark Growth Model: Diagnostic Plots for Outliers

for physical capital is stronger than the saving rate for human capital. In
addition, R? of the model increases by one percent.
However, removing outlying countries from the sample may not be a
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good solution in the cross-country growth regressions. The most important
reason is that some countries can behave as outliers due to the fact that
a relevant variable has been omitted from the specified model. This last
point is closely related to model uncertainty problem and hence removing
some observations may be considered another kind of data mining (Chatfield
(1995)). Since the estimated cross-country growth regression is proposed
as a benchmark model in order to investigate the relationship between any
particular growth theory and long-run economic growth, I prefer keeping
Tanzania in the full sample. However, detecting outliers in the cross-country
growth works is a noteworthy task. Temple (1999, p.127) points out “[T]he
identification of possible outliers will not only render generalizations more
robust, but will also highlight countries with atypical growth experiences,
ones that are particularly likely to reward further study.” This is particularly
very important when testing new growth theories and/or investigating the
relationship between economic growth and a policy variable.!®

5 Conclusion

In this paper, I replicate the augmented neoclassical growth model developed
by MRW using an updated and revised data set over the period 1960-2000.
My results support findings of MRW, yet are different in some aspects: First,
I find a stronger effect of investment in human capital and a weaker effect
of investment in physical capital on economic growth compared to MRW;
Second, the effect of accumulation of human capital is stronger than the
contribution of investment in physical capital on economic growth. This
finding is more obvious in the low income countries while results obtained
from high income sample are more similar to MRW; Third, my coefficient
estimates of physical and human capital shares are more reasonable than
MRW. The regression results based on the largest sample indicates that the
shares of physical and human capital are 32 and 35 percent, respectively.
Comparing those obtained by MRW, my empirical results are more consistent
with three factor Cobb-Douglas production function, Y = K/3H/31/3,

I also check the effect of geography by employing three region dummy
variables and conclude that inclusion of these dummies does not alter my
main conclusions. In addition, my findings are not mainly driven by outliers.

To conclude, the estimated growth model in this paper appears appropri-
ate for investigating the relation between growth and any particular growth
theory.

5For instance, Easterly (2005) argues that the strong effects of policies obtained from
cross-country growth regressions are mainly a result of extreme observations.
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6 Appendix: Descriptions and Sources of Vari-
ables used in Cross-Country Growth Re-
gression Analysis

Real GDP per capita (RGDPCH) : 1996 international prices, chain se-
ries. Source: Global Development Network Growth Database (2005)
which rely on Heston, Summers and Aten (2002)

Population (TP) : Total population is based on the de facto definition
of population, which counts all residents regardless of legal status or
citizenship. Source: The World Bank World Development Indicators
(2002, 2006).

Labour force (LF) : Labour force or economically active population de-
fined as the total population between ages 15 and 64. Source: The
World Bank World Development Indicators (2002, 2006).

Share of labour force (SLF) : Share of labour force in total population.
The exact calculation is LF/TP.

Real GDP per worker (PWGDP) : 1996 international prices, chain se-
ries. The exact calculation is PWGDP = RGDPCH x (1/SLF).

Growth : Average growth rate of real GDP per worker over the 1960-2000
period. The exact calculation is log(PWGDP2000/PW GDP1960),
where PWGDP1960 and PWGDP2000 is the real GDP per worker
in 1960 and 2000, respectively. Because of missing variables, for the
countries Bahamas, Belize, Haiti, Hungary, Malta, Oman, Puerto Rico,
Sierra Leone, Sudan and Tunisia, 1961 values are used instead of 1960
values.

Initial income (PWGDP1960) : Real GDP per worker in 1960. Because
of missing variables, for the countries Bahamas, Belize, Haiti, Hungary,
Malta, Oman, Puerto Rico, Sierra Leone, Sudan and Tunisia, 1961
values are used instead of 1960 values.

Population growth (n) : Average rate of population growth between 1960
and 2000. The exact calculation is (1/40) x log(TP2000/T P1960),
where TP1960 and TP2000 are total population in 1960 and 2000,
respectively.

(g+9) : Sum of exogenous rates of technological process and depreciation
over the 1960-2000 period and assumed to be equal to 0.05.

28



(n+g+9) : Sum of rates of population growth, technical process and depre-
ciation over the 1960-2000 period.

Investment rate (INV) : Average of investment share in GDP at constant
prices over the 1960-2000 period. The data are averages for Tunisia and
Sierra-Leone over 1961-2000 period, for Hungary and Malta 1965-2000
period, for Namibia, Cyprus, Botswana, Mauritania, Haiti, Central
African Republic, Guyana and Fiji, over 1960-1999 period instead of
1960-2000 period. Source: Heston, Summers and Aten (2002). In or-
der to increase number of observations, data of seven countries are filled
up by using gross capital formation data from the World Bank World
Development Indicators (2002, 2006). These countries are Puerto Rico
for 1986-1991 period, Hungary for 1965-69 period, Malta for 1965-1993
period and years 1999, 2000, Sierra Leon for years 1997, 1999 and 2000,
Cyprus for 1997-99 period, Angola for 1997-2000 period, Congo Demo-
cratic Republic for 1998-2000 period.

School enrolment rate (SCH) : Average gross rate of secondary school
enrolment over the 1960-2000 period. Gross secondary school enroll-
ment ratio is defined as the ratio of total enrollment, regardless of age,
to the population of the age group that officially corresponds to the
level of secondary education. For countries Chad, Ethiopia, Portugal,
Niger and Mauritania, the variable is calculated over the 1965-2000 pe-
riod. Source: The World Bank World Development Indicators (2002,
2006).

Sub-Saharan Africa dummy (REG_SSA) : A dummy variable takes
the value of 1 for the countries in sub-Saharan Africa. Source: Global
Development Network Growth Database (2005).

Latin American dummy (REG_LAC) : A dummy variable takes the
value of 1 for the countries in Latin America and Caribbean. Source:
Global Development Network Growth Database (2005).

East Asian dummy (REG_EAP) : A dummy variable takes the value of
1 for the countries in East Asia and Pacific. Source: Global Develop-
ment Network Growth Database (2005).

Landlocked Country (LANDLOCK) : A dummy variable for landlocked
countries. Source: Gallup et al. (1999)

Landlocked Country without Europe (LANDLOCK_WE) : A dummy
variable for landlocked countries, except those in Europe (Andorra,
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Austria, Belarus, Czech Republic, Hungary, Luxembourg, Liechten-
stein, Moldova and Switzerland). Source: Gallup et al. (1999) and
author’s calculation.
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Table 5: List of Countries in the Full Sample

Algeria*
Angola*
Argentina*
Australia*
Austria*
Bangladesh
Barbados*
Belgium*
Benin
Bolivia*
Botswana
Brazil*
Burkina Faso
Burundi
Cameroon
Canada*

Central African Rep.

Chad

Chile*

China

Colombia*

Congo, Dem. Rep.
Congo, Republic of
Costa Rica*

Cote d‘Ivoire
Cyprus*
Denmark*

Dominican Republic
Ecuador
Egypt

El Salvador*
Ethiopia
Fiji*
Finland*
France*
Gambia, The
Ghana
Greece*
Guatemala™*
Guinea*
Guinea-Bissau
Guyana
Haiti
Honduras
Hong Kong*
Hungary*
Iceland*
India
Indonesia
Iran*
Ireland*
Israel*

Italy*
Jamaica*

Japan*
Jordan*
Kenya

Korea, Republic of
Lesotho
Luxembourg*
Madagascar
Malawi
Malaysia
Mali

Malta
Mauritania
Mauritius*
Mexico*
Morocco
Mozambique
Nepal
Netherlands™
New Zealand*
Nicaragua™®
Niger

Nigeria
Norway*
Pakistan
Panama*
Papua New Guinea
Paraguay*

Peru*
Philippines
Portugal*
Romania
Rwanda
Senegal

Sierra Leone
Singapore
Spain*

Sri Lanka
Sweden*
Switzerland*
Syria
Tanzania,
Thailand
Togo

Trinidad &Tobago™
Tunisia
Turkey*
Uganda
United Kingdom*
United States™
Uruguay™*
Venezuela*
Zambia
Zimbabwe

Note: Countries with asterisk are the high income countries according to the median of
real GDP per worker in 1960.
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Table 6: Summary Statistics

Variable f of Obs. Mean Std. Dev.  Min Max
Growth 118 0.6728  0.6639  -1.3525 2.3247
log PWGDP1960 118 8.3153  0.8390 6.5737 10.0252
(n+g+9) 191 0.0696  0.0120 0.0465  0.1396
INV 116 0.1568  0.0777 0.0207  0.4120
SCH 125 0.4841  0.3120 0.0444  1.1460
REG_SSA 207 0.2367  0.4261 0 1
REG_LAC 207 0.1884  0.3920 0 1
REG_EAP 207 0.1691  0.3757 0 1
LANDLOCK 208 0.1923  0.3951 0 1
LANDLOCK_WE 208 0.1394  0.3472 0 1
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